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Abstract
We present FistPointer, a target selection technique using
mid-air interaction behind a smartphone for mobile virtual
reality (VR) environment, which is realized by adopting a
cardboard viewer with a smartphone as a head-mounted
display. Our technique displays a pointer on the screen
corresponding to the position of the hand detected by the
built-in back camera of the smartphone. The user can move
the pointer by moving the hand in a thumbs-up posture and
select a target by folding the thumb similar to pushing the
button of a joystick. Our technique can be implemented us-
ing only the built-in camera of a smartphone, thus it is easy
to apply our technique to a target selection in mobile VR
environments. To evaluate the performance of our tech-
nique, we conducted an experiment in selection task. Fur-
thermore, we developed a game using our technique and
investigated the user impressions.
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Introduction
Mobile virtual reality (VR) environment using a cardboard
viewer and smartphone as a head-mounted display (HMD),
such as Google Cardboard [2] and HACOSCO [6], opens
the door to new possibilities where people can experience
VR easily and inexpensively. However, such mobile VR en-
vironment covers the touch screen of the smartphone and
thus restricts the user from touching the screen. Therefore,
it is difficult to realize applications which need intensive in-
teraction such as games.

To address this problem, we present FistPointer (Figure 1),
a target selection technique using mid-air interaction behind
the mobile device. Our technique displays a pointer on the
screen corresponding to the position of the hand detected
by the built-in back camera of the mobile device. The user
can move the pointer by moving the hand in a thumbs-up
posture, as shown in Figure 2 (upper). The user also can
select a target by folding the thumb similar to pushing the
button of a joystick, as shown in Figure 2 (lower). The hand
posture of click is a metaphor of pushing a button. Our
technique can be implemented using only a smartphone
with a built-in back camera, thus it is easy to apply our tech-
nique to target selection in mobile VR environments.

In this study, we prototyped a proof-of-concept implemen-
tation of FistPointer with common technologies and con-
ducted a pilot study with three target size conditions to
investigate the target size that a user can select. Further-
more, we developed a game using our technique and inves-
tigated the user impression.

Figure 1: Overview of FistPointer.

Figure 2: Hand postures under
FistPointer. Upper: Pointing.
Lower: Selection (i.e., click). The
hand posture of click is a metaphor
of pushing a button.

Related Work
Target Selection for Large Displays
Numerous studies that investigated target selection tech-
niques for large displays have been explored [4]. For exam-

ple, Vogel and Balakrishnan [17] proposed three techniques
for gestural pointing and two for clicking that are designed
for large displays. Markussen et al. [12] proposed three text
entry techniques using mid-air interaction for large displays.
By contrast, we focus on designing the selection technique
for mobile VR environments.

Target Selection using Camera of Mobile Device
Baldauf et al. [1] proposed a target selection technique us-
ing the position of the detected fingertip. While their study
would be the most closely related to ours, ‘click’ was not de-
scribed. By contrast, we design both pointing and clicking
using different hand postures. GUI operation techniques us-
ing two fingers [11] and using hand gestures in mid-air [15]
were proposed. They used hand gestures as triggers for
specific actions. By contrast, our technique uses the hand
for target selection. Numerous studies that achieved point-
ing by attaching an external camera to a mobile device also
have been explored [13, 18]. In our technique, we achieve
target selection only by using the built-in back camera of
the mobile device, thus it does not require any external de-
vice.back

Target Selection for VR
Numerous techniques for VR have been investigated to en-
able selection of targets displayed on an HMD. Sugiura et
al. [16] proposed a technique to select a virtual button dis-
played on the HMD by a fingertip. Kato et al. [7] proposed
a target selection technique by a hand gesture for HMDs,
and evaluated the selection speed compared to a wireless
mouse. Lee et al. [9] and Gugenheimer et al. [5] proposed
virtual space interaction technique by detecting the user’s
touch operation on a touch screen installed in front of the
HMD. Petry et al. [14] proposed an operation technique of
panorama video by using the horizontal movements of the
hand detected by a Leap Motion sensor installed in the front



side of the HMD. These previous studies require external
devices. By contrast, our technique uses only the built-in
camera of the mobile device to detect a hand. Therefore, it
is easy to apply our technique to mobile VR environments.

FistPointer
FistPointer is a target selection technique where the user
can point at a target by moving the hand in the posture as
shown in Figure 2 (upper). The user can select the target
by folding the thumb as shown in Figure 2 (lower), which is
the gesture designed using a metaphor of pushing a button
and adopted by Gunslinger [10] and investigated in menu
selection task [8].

Hand Detection
First, our technique determines whether each pixel of the
RGB image belongs to the hand or not. To implement this,
we use the algorithm of Song et al. [15]. As the result, we
obtain a binary image with the hand shape as shown in
Figure 3.

Calculation of Pointer Coordinates
We display the pointer at the base of the index finger. This
design prevents the pointer from wobbling when clicking.

To determine the pointer coordinates (xp,yp), first yp is cal-
culated, and then xp is calculated from yp. Firstly, our tech-
nique evaluates the width of the hand for each y coordinate.
Then, in the i th y coordinate, the slope of the regression
line (Figure 3 (left)) of the hand width is calculated from the
past 9 y coordinates (yi, ...,yi−8) including i. This is calcu-
lated for every y below the tip of the thumb. The wave in
Figure 3 (middle) shows the magnitude of slopes. In this
figure, the slopes near the tip of the thumb and the base
of the thumb are steep. Moreover, the slope of the base is
steeper than the tip. Therefore, we use the y coordinate of
the peek of the wave as yp. Then, xp (the position of the red

dot shown in Figure 3 (middle)) is defined as the right edge
of the hand in yp.

Note that our technique requires the whole hand to be cap-
tured by a camera because our technique uses the width of
the hand to determine the pointer coordinates and the tip of
thumb to detect clicks. As the result, the range of the pos-
sible pointer coordinates is smaller than that of the mapped
camera image, as illustrated as the yellow rectangle in Fig-
ure 3 (right). Due to this, we map (xp,yp) to the mapped
pointer coordinates (x′p,y

′
p) using Equations (1) and (2)

(when the display size is 1920 × 1080 pixels).

x′p =


0 (xp < 70)

(xp −70)×8 (70 ≤ xp ≤ 310)

1920 (xp > 310),

(1)

y′p =


0 (yp < 55)

(yp −55)×8 (55 ≤ yp ≤ 190)

1080 (yp > 190).

(2)

Detection of Click
Our technique recognizes that a click is performed when
the tip of the thumb comes near the pointer coordinates. To
detect this, the system finds the coordinates of the tip of the
thumb (xt ,yt): the system defines the smallest y coordinate
of the hand as yt , and then the middle point of the hand
of yt as xt . Our technique calculates the value that is the
width of the hand at yp divided by the length of the thumb
(the distance between yt and yp). If this value exceeds the
threshold (the threshold is 1.6, which we determined exper-
imentally in this study), our technique recognizes the user
operation as click. This design can deal with variation in the
size of the hand captured by the camera.
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Figure 3: Left: Regression line (red line) at y-coordinate i. Middle: Calculation of pointer coordinates. Hand shape (black). The width of the
hand (blue). The magnitude of slope of regression line (red). The red dot is the position of pointer. Right: Mapping between an image captured
by a camera and pointer coordinate.
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Figure 5: Target size conditions.

Prototype
We implemented a prototype of FistPointer on an Android
smartphone (SONY Xperia Z5), as shown in Figure 4. In
this implementation, the camera image was captured at
14.3 fps. The pointer moves at 60.2 fps with the latency of
177 ms; the latency of clicking was 170 ms. These latency
values were observed using a high-speed camera (SONY
DSC-RX100M5; 960 fps in 1920 × 1080 pixels).

Pilot Study
We conducted a pilot study to investigate the target size
that a user can select accurately using FistPointer in a mo-
bile VR environment. We made targets of three different
sizes and measured the target selection speed and accu-
racy.

Participants and Apparatus
Eight volunteers (all males, our laboratory members) aged
between 22 and 24 years (mean: 23.1) participated in the
pilot study. All participants had corrected vision; 7 wore
glasses and 1 wore contact lenses.

We used an Android smartphone (Xperia Z5, dimensions:
146 mm × 72 mm × 7.3 mm, display size: 5.2 inch, reso-
lution of screen: 1920 × 1080 pixels, OS: Android 6.0.1)
for the pilot study. We also used a monocular lens type VR
goggle called HACOSCO Tatami 1 [6] as an HMD; we used
a monocular one in order to reduce possible effects caused
by the binocular vision (e.g., VR sickness, adjustment of
parallax).

Experimental Design
To evaluate the effect by the target size to the target se-
lection speed and accuracy, we designed targets of three
different sizes (target size conditions) shown in Figure 5.



A target is the blue colored square cell in the grid. We de-
fined the largest target size as 48 dp, which is the smallest
target size that Google recommends in the guidelines [3],
and prepared three target sizes, 48 dp, 24 dp (the half of
48), 12 dp (the half of 24), which are 7.7, 3.8, and 1.9 mm,
respectively. Hereinafter, we call these the large, medium,
and small conditions. As shown in Figure 5, the number
of column and row of the grid of the three conditions are
7 × 13, 15 × 26, and 30 × 53.
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Figure 6: Result of the pi lot study.
Error bars indicate ± one SD.

Procedure and Task
We conducted the experiment in a calm office environment
that was well-lighted by fluorescent lights. The background
was clean, colored in white, with no pattern, and with no
shadow. In order to control the experimental condition, the
experimenter asked the participant to hold the HMD with
the left hand and to use our technique with the right hand.
Then the participant repeated selecting the center and four
corners in the large condition as a training session until the
participant became familiar with our technique.

The participant selected a target as a trial. The participant
was instructed to select the target as quickly and accu-
rately as possible. The next target was displayed when
the participant succeeded in the current target selection.
To eliminate the order effect, the targets were presented
in a random order without redundancy. The participant se-
lected 20 targets under each size condition as one session.
The session started when the participant succeeded in the
first dummy target selection. The participant performed
each session once for the large, medium, and small con-
ditions in order. Therefore, the participant performed 60
trials (= 20 trials × 3 size conditions) in total. To reduce the
effect of fatigue, the participant took a break longer than a
minute when each session was finished.

After all the sessions were finished, the experimenter asked

the participant to fill out a questionnaire to investigate the
impression. This experiment took approximately 20 minutes
per participant, including the prior briefing and responding
to the questionnaire.

Results
The selection speed and error rate for each target size con-
dition are shown in Figure 6. We analyzed the results with
a repeated measure ANOVA and Tukey multiple compar-
isons at 5% significance level. The within-subject factor is
the target size.

Selection Speed
We observed a significant main effect for the selection
speed (F2, 21 = 10.21, η2 = 0.49, p < 0.001). Post-hoc
tests revealed the followings: 1) a significant difference was
found between the large and small conditions (p < 0.001);
2) a significant difference was found between the medium
and small conditions (p < 0.05); 3) there was no significant
difference between the large and medium conditions; and
4) the small condition showed a significantly slowest selec-
tion speed among all size conditions.

Error Rate
We calculated the error rate which is the number of errors
divided by the total number of selections. We observed a
significant main effect within the error rate (F2, 21 = 7.71,
η2 = 0.42, p < 0.01). Post-hoc tests revealed the follow-
ings: 1) a significant difference was found between the
large and small conditions (p < 0.01); 2) a significant differ-
ence was found between the medium and small conditions
(p < 0.05); 3) there was no significant difference between
large and medium; and 4) the small size condition showed
a significantly highest error rate among all size conditions.



Discussion
From the participants’ comments, the error rate might have
bias between target regions. One participant commented
“The targets in the left side of the screen were more difficult
to select than the ones in the right side”; two participants
commented “It was difficult to select the edge and corner of
the screen.” The reason would be that the participants had
to stretch their arm to the limits because the left side of the
screen was the farthest from the right.

Figure 7: Shooter game using
FistPointer in mobile VR
environment.

Test with an Application: Shooter Game
We developed a shooter game using FistPointer as shown
in Figure 7. Players can move the target scope by moving
their hand and can shoot by folding their thumb (‘click’).

Nine volunteers (1 female, including 3 of our laboratory
members) aged between 21 and 25 years (mean: 23.6)
played this game as participates. After finishing the game,
we asked the participants to answer impressions. We ob-
tained various feedback. Three participants commented
that “I was able to select a target easily because the ac-
curacy of FistPointer was high”; 2 participants commented
that “FistPointer was easy to understand because the op-
eration of folding my thumb (click) was related to the oper-
ation of shooting a gun.” By contrast, 3 participants com-
mented that “I thought that my arm will get tired if I play for
a long time” and one of them commented that “I could op-
erate more accurately when I extend my arm. However, I
think that I will get tired faster by extending my arm. This
problem might be solved by using a camera with wider field
of view.”

The above comments also support our observations: the
hand posture of our technique is easy to recall. This is be-
cause our technique employs stretching users’ arm in front
of their eyes to select a target and folding their thumb to

click it, which a metaphor of pushing a button.

Conclusions
We present a target selection technique using mid-air inter-
action behind a smartphone for mobile VR environments.
Our technique can be implemented using only the built-in
camera of a smartphone, thus it is easy to apply our tech-
nique to a target selection in mobile VR environments. To
evaluate the performance of our technique, we conducted
a pilot study in selection task and explored selection speed
and accuracy of our technique under the three targets of
different size conditions. Based on the result of the pilot
study, the large (7.7 mm) and medium (3.8 mm) conditions
can be used practically. Furthermore, we also developed
a game using our technique and investigated the user im-
pressions.

Future Impact
By using FistPointer and the cardboard viewer, users will be
able to enjoy active VR contents anywhere easily. For VR
creators, FistPointer allows them to create more active and
thus flexible contents. We believe this study expands the
possibilities of mobile VR.
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